Model approach of a robotic manipulator 3DOF using Machine Learning
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Abstract—Applications of robotics have been steadily expanding in recent years, and robotics is evolving every day. Currently, robotics is seen as an important area in many applications. Robotics and computational intelligence are increasingly working in parallel with the goal of better performance and productivity. This work has the objective of making an modeling of a robotic arm with three phase induction motor through machine learning techniques to obtain a better model that represents the plant. The techniques used were Artificial Neural Network (ANNs): MLP and ELM. The techniques obtained a good performance, and they were evaluated through the multi-correlation coefficient ($R^2$) for a comparative analysis.

Index Terms—model approach, MLP ANN, ELM ANN, robot manipulator

I. INTRODUCTION

The area of robotic systems is very promising, and is quite relevant in many applications. Control techniques have been constantly researched and tested in robotics [1]. High performance control techniques are of paramount importance for successful tasks in robotics, such as for example in industrial robotic manipulators which perform many repetitive trajectories. The main characteristics of manipulator robots in industries are: speed, torque and precision, these attributes are essential for a smooth operation [2].

One of the characteristics of a robotic manipulator in general is the presence of a claw at the end of its link, and is designed for components to be transported taking into account the characteristics of the material, such as weight and shape, and must be adjusted to handle such objects. The [3] makes the study of a fuzzy modeling of the dynamics of the system that is developed with data generated by a hydrogen fuel cell simulator.

The proposed method will be compared with other identification approaches, such as MLP(Multilayer perceptron) ANN and ELM(Extreme learning machine) ANN. The methods are compared and evaluated by the multiple correlation coefficient ($R^2$), where the transfer functions generated by each method will be tested.

This work is structured by sections, the first is the introduction which presents an overview on the work and a contextualization. Section II will show the technical details of the robotic manipulator, which was used. Section III presents the system modeling methods used. Section IV shows the results and discussions, containing charts and tables to be evaluated and compared. Finally, V demonstrates the conclusions about the results and can be a contribution to other works that may arise.

II. TECHNICAL DETAILS

In this work, a cylindric robot manipulator is used. The cylindrical manipulator has 5 degrees of freedom (DOF), the first DOF is the base that rotates, the 2nd DOF is linear that is the trunk that makes the movements in the vertical direction, the third DOF is what makes the movements in the horizontal, and the last DOFs: fourth and fifth DOF is the claw that is also called the end effector [4]. Fig. 1 presents a manipulator used in the work where in its joint the actuators are three-phase induction motors. The drive of the manipulator it was a Texas Instruments TMS320F2812 microcontroller digital signal processor (DSP) is used. The main advantage of it is that in addition to high performance it has the ability to perform 150 MPIS (millions of instructions per second), the intrinsic support to vector spatial modulation, SVPWM [5].

The remaining instruments are a Hall-effect current sensors, auxiliary voltage sources, a three-phase voltage inverter module by Semikron with a switching frequency of 2.5 kHz, a multi-turn precision potentiometer coupled to the motor shaft, with a sampling time of 0.4 ms. The structure is driven by a three-phase induction motor (IM) squirrel cage type. The power of the motor was chosen so that it was possible to move the structure of the manipulator. The movement transmission to the manipulator’s first degree of freedom occurs through the use of belt and pulleys. For powering the circuits and plates, an auxiliary voltage source capable of providing 4 levels of continuous voltage was developed. Being 18 V the voltage for switching the triggers of the three-phase inverter, 15 V and −15 V the voltage for the current sensors and 5 V the voltage for the board power of signal conditioning.
III. System Modeling

According to [6], the identification process is defined in an approximation of models having a real model as a reference. Some identification steps are done by shuffling the database, separating the training labels and a part for testing.

Most of the processes are nonlinear and time-varying. However, linear models are often employed to model and control such processes. As operational conditions change, it is important that the model and its characteristics be used for benefits of advanced model-based control [6]. It is therefore interesting to make an adequate formulation of the algorithms to provide efficient identification procedures. This work present a ANNs: MLP and ELM.

A. MLP ANN

One of the major advantages of Artificial Neural Networks is its ability to learn in representations of linear and nonlinear models. The most common type of neural network to solve nonlinear separation problems is the MLP neural network which stands for Multi Layer Perceptron. This type of ANNs is a super-network, since it requires a type of output wanted to learn [7]. The purpose of this network is to create a model that can correctly map input and output, even when the desired output is unknown. Figure 2 shows an ANN MLP.

ANN MLP can learn using a kind of training called backpropagation, which means backpropagation, input data is presented repeatedly to the network. In each iteration the output is compared to the desired output and an error is calculated, this error is fed into the network for weight adjustments in the way that this error is minimized in each round until the network approaches the desired result.

ANN MLP can learn using a kind of training called backpropagation, which means backpropagation, input data is presented repeatedly to the network. In each iteration the output is compared to the desired output and an error is calculated, this error is fed into the network for weight adjustments in the way that this error is minimized in each round until the network approaches the desired result. Below is an algorithm based on neural network MLP.

**Algorithm 1** MLP ANN Training

**Step 1.** Generate $W_{ij}$ randomly the weights and bias $B_i$, where $i = 1, ..., N$ of the N neurons;

**Step 2.** Calculate the output of the hidden layer;

**Step 3.** Calculate the output weights;

**Step 4.** Error calculation;

**Step 5.** Backpropagation Training.

B. ELM ANN

The extreme learning machines are feedforward neural networks for sorting, regression, clustering, sparse approximation, compaction, and resource learning with a single layer or multiple layers of hidden neurons, where hidden neuron parameters (not just weights connecting inputs to us hidden) need not be tuned. These hidden nodes can be ran-domly assigned and never updated (that is, they are random projections but with non-linear transfor-mations) or they can be inherited from their ancestors without being altered. In most cases, the output weights of hidden nodes are usually learned in a single step, which is basically equivalent to learning a linear model [8].

Some works the ELM network was used to solve problems of reverse kinetics in other types of robots like: [10] The ELM network has several advantages over the others, such as: the input weights and the polar-ization of the hidden layer are chosen randomly, another advantage is that the weights of the output layer are determined analytically [9]. In the following algorithm a step-by-step of the network will be shown.
Algorithm 2 ELM Training

Step 1. Select randomly values for the weights \( w_{ji} \) and biases \( b_{ji} \), \( i = 1, ..., N \);
Step 2. Calculate the output matrix \( H \) of the hidden layer;
Step 3. Calculate the output weights.

Where:
\( w_{ji} \): Are the synaptic weights
\( b_{ji} \): It’s bias
\( H \): Hidden layer output

Several architectures were used for ANN with the variation of some facets, thus obtaining the expected results. The ELM RNA was the only algorithm that had 4 data inputs per bias account. The inputs input data were th Cartesian coordinates, and the output \( Y \): are the trajectory points of each joint (motor). Regarding the faces that were fixed with the best results were: number of neuron in the hidden layer equals 6, the learning step was 0.6, the weight ranges were -0.001 to 1.

IV. Results

To illustrate the effectiveness of the proposed algorithms, simulations and experiments are carried out based on a 3-DOF manipulator robot arm as shown in Fig. 1. In this work only the data acquisition of the 3rd degree was obtained and the mechanical and electrical behavior was collected to obtain the identification of the current and velocity during the activation of the 1st joint. The data obtained for current and velocity when was used a step response with different amplitudes conform presented in [5]. These data represent the behavior of the 1st joint what was used in proposed identification method. In this case the current is taken as input and the velocity is taken as output, Fig. 3.

The methods MLP and ELM are compared. To further validate the parameter estimation performance, the correlation index, \( R^2 \) of the estimated parameters is evaluated and the computational cost. It is important to compare with classical methods, since the validation of these will prove the effectiveness of the research.

The models presented have already been validated, where the results of the complete dataset are shown.

Figure 4 shows the approximation of the model using the MLP network, where the final configuration was 1 hidden layer and 20 neurons, learning step of 0.7 and 300 epoch quantities.

Figure 5 shows the results of ELM modeling. The method obtained a good performance, however the importance of using this technique as a way to make a comparative analysis very competitive.

Fig. 3. Input and output data.

Fig. 4. MLP ANN

Fig. 5. ELM ANN
It can be observed from the figures that the ELM modeling system achieved a better result in comparison with the MLP ANN.

Table I shows the index $R^2$ results and the computational cost of each method. The $R^2$ is used to evaluate the quality of the estimate.

<table>
<thead>
<tr>
<th>Methods</th>
<th>$R^2$</th>
<th>Computational cost [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLM</td>
<td>0.8123</td>
<td>29.2</td>
</tr>
<tr>
<td>ELM</td>
<td>0.9141</td>
<td>5.1</td>
</tr>
</tbody>
</table>

According to the table I and the presented results, the ELM ANN obtained better results in comparison to the other methods tested. The ELM ANN was able to training the parameters weight, consequently the results improved significantly.

V. Conclusions

The work presented methods of modeling parameters of one of the robotic manipulator joints. The technique proposed to be compared with other proposed, achieved a better performance, which was a Extreme learning machine Artificial Neural Network. The classical methods that were used is: Multilayer perceptron. The ELM ANN technique performed better when compared to MLP ANN.
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